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Abstract: This paper deals with the design of a nonlinear observer for sensorless induction motor control. Based upon the circle

criterion approach, a nonlinear observer is designed to estimate pertinent but unmeasurable state variables of the considered induction

machine for sensorless control purpose. The observer gain matrices are computed as a solution of linear matrix inequalities (LMI) that

ensure the stability conditions of the state observer error dynamics in the sense of Lyapunov concepts. Measured and estimated state

variables can be exploited to perform a state feedback control of the machine system. The simulation results are presented to illustrate

the effectiveness of the proposed approach for nonlinear observer design.
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1 Introduction

It is well known that induction motor is one of the most

widely used machines in industrial applications. This is

due to its high reliability, relatively low cost, and modest

maintenance requirements. However, induction motor is

also known as a complex nonlinear system, in which time-

varying parameters entail additional difficulties for ma-

chine control, conditions monitoring and fault diagnostic

purposes[1]. Furthermore, only a few state variables of the

machine are available for on line measurement because of

technical and/or economical constraints of the considered

application.

In order to perform advanced control techniques, there is

a great need of a reliable and accurate estimation of the un-

measurable key state variables of the machine. A state esti-

mator, also called state observer, is a dynamic system that

is driven by the inputs and outputs of the considered sys-

tem, and estimates asymptotically its unmeasurable state

variables. It is a “soft sensor” that plays an important role

not only in sensorless control techniques but also in con-

ditions monitoring, fault diagnosis, predictive maintenance

and fault tolerant control techniques[1−3].

A control literature review shows that nonlinear state

observer design approaches can be roughly divided into

three classes[4−9]. The first class of approaches attempts

to eliminate the system nonlinearities by a technique of

linearization[3]. Its drawback is a set of extremely restric-

tive conditions that can hardly be met by a physical system.

The second class of approaches attempts to dominate the

system nonlinearities by using a high gain output correction

term[4, 5]. Its drawbacks are the block triangular structure,

the destabilizing effect of the peaking phenomenon, and the
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sensitivity against measurement noises.

The third class of approaches to design nonlinear ob-

servers exploits the system nonlinearity. Lipschitz and sec-

tor properties are the main nonlinearity properties that are

exploited[6, 10−12].

In order to benefit from some recent advances in nonlin-

ear observer based control developed by the control com-

munity, in this paper we focus our attention on the appli-

cation of one method of the third class, the so-called circle-

criterion approach, to design a nonlinear observer for induc-

tion motor sensorless control. The circle criterion approach

is a new line of research introduced for continuous-time sys-

tems by [10]. It permits to handle directly the system non-

linearities with less restriction than linearization and high

gain approaches[10, 11]. A detailed proof of the main theo-

rem is given in this paper.

The paper is organized as follows: In the second section,

we present the ingredient of nonlinearity satisfying the sec-

tor properties and the design of the nonlinear observer. The

considered nonlinear induction motor model is presented in

the third section. In the fourth section, we present simula-

tion results and comments. A conclusion ends the paper.

2 Circle criterion based nonlinear ob-

server design

In contrast to the linearization based and high-gain ap-

proaches which attempt to eliminate the system nonlinear-

ities using a nonlinear state transformation or to dominate

them by a high gain term of correction, circle-criterion ap-

proach exploits the type of system nonlinearities to design

nonlinear observer. In its basic form introduced by Ar-

cak and Kokotovic[10], the approach is applicable to a class

of nonlinear systems that can be decomposed in linear and

nonlinear parts with a condition that the nonlinearities sat-

isfy the sector property.
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2.1 Basic sector properties

A nonlinear function f(z, t) such as f(z, t) : [0 + ∞] ×
Rp → Rp is said to belong to the sector [0 + ∞] if

zf(z, t) > 0.

This relation is known as the sector property of a non-

linear function. It is equivalent to the following relation:

(v1 − v2)[f(v1, t)− f(v2, t)] > 0, ∀v1, v2 ∈ R+ (1)

here v1− v2 = z and [f(v1, t)− f(v2, t)] = f(z, t), where v1

and v2 are two real positive numbers.

Relation (1) states that the nonlinear function f(z, t) is

a nondecreasing function. On the other hand, if f(z, t) is

a continuously differentiable function the above relation is

also equivalent to the following[10, 11]:

df(z, t)

dz
> 0, ∀z ∈ R. (2)

If the function f(z, t) does not satisfy the positivity condi-

tion (2), we can introduce a new function g(z, t) such that

g(z, t) = f(z, t) + ρz, ρ Â
∥∥∥∥

df(z, t)

dz

∥∥∥∥ , ∀z ∈ R. (3)

One can see that

dg(z, t)

dz
=

df(z, t)

dz
+ ρ > 0, ∀z ∈ R. (4)

In the multivariable case, the sector property can be writ-

ten as: zTf(z, t) > 0, here z and f(z, t) are the vectors of

appropriate dimension, respectively.

2.2 Nonlinear observer design

The circle criterion based nonlinear observer design can

be performed for a class of nonlinear systems that can

be decomposed into linear part and nonlinear part as the

following[10−13]:

ẋ(t) = Ax(t) + φ [u(t), y(t)] + Gf [H · x(t)] (5)

y(t) = Cx(t) (6)

where A, C and G are known constant matrices with ap-

propriate dimensions. The pair (A, C) is assumed to be ob-

servable. The term φ [u(t), y(t)] is an arbitrary real-valued

vector that depends only on the system inputs u(t) and out-

puts y(t). The nonlinear part of the system is modeled by

the term f [Hx(t)] which is a time-varying vector function

verifying the sector property.

In the following, we recall the main theorem and con-

ditions that are used in this work to study the feasibility

of nonlinear observer design for induction motor sensorless

control with respect to sector property.

Theorem 1[10, 13]. Consider a nonlinear system of the

form (5) and (6) with the nonlinear part satisfying the circle

criterion relations (1)–(4). If there exists a symmetric and

positive definite matrix P ∈ Rn×n and a set of row vectors

K ∈ Rp such that the following linear matrix inequalities

(LMI) hold:

(A− LC)TP + P (A− LC) + Q 6 0 (7)

PG + (H −KC)T = 0. (8)

Then a nonlinear observer can be designed as

˙̂x(t) = Ax̂(t) + φ [u(t), y(t)] + L[y(t)− ŷ(t)]+

G f [Hx̂(t) + K(y(t)− ŷ(t))] (9)

ŷ(t) = Cx̂(t). (10)

And the limit of the state estimation error, e(t) = x(t) −
x̂(t), tends to zero when the time instant t tends to infin-

ity. x̂(t) is the estimate of state vector x(t) of the nonlinear

system. Q = εIn is a known positive defined matrix, In is

an n-th order unity matrix, and ε is a small positive real

number.

The nonlinear observer design refers to the selection of

the gain matrices L and K satisfying the LMI conditions (7)

and (8). One can see that the structure of the nonlinear ob-

server is composed of a linear part, that is similar to linear

Luenberger observer, and a nonlinear part that is an addi-

tional term that represents the time-varying nonlinearities

satisfying the sector property.

The circle criterion based nonlinear observer design takes

advantage of the sector property by introducing a nonlin-

ear term in the structure of the observer. In the light of the

summary proof presented in [10], we present in the following

a detailed proof of the theorem.

Proof. The state estimation error is given as: e(t) =

x(t) − x̂(t), where x̂(t) is the estimate of the state vector

x(t) of the nonlinear system (5) and (6). The dynamics of

the state estimation error are then

ė(t) = (A− LC)e(t)+

G[f(H · x(t))− f(H · x̂(t) + K(y(t)− ŷ(t))]. (11)

Let v1 = H · x(t), and v2 = H · x̂(t) + K(y(t)− ŷ(t)).

By setting z = v1−v2 = (H−KC)e(t), the term between

brackets in (11) can be seen as a function of the variable z,

and then [f(v1)− f(v2)] = f(z, t). Taking into account the

above result, the error dynamics in (11) can be rewritten as

ė(t) = (A− LC)e(t) + Gf(z, t) (12)

z = (H −KC)e(t). (13)

Note that the error dynamics, relations (12) and (13), once

again, can be considered as a linear system controlled by a

time-varying nonlinear function f(z, t) satisfying the sector

property.

Circle criterion establishes that a feedback interconnec-

tion of a linear system with a time-varying nonlinearity sat-

isfying the sector property is globally uniformly asymptot-

ically stable[10, 13]. Based upon the error dynamics, i.e.,

relations (12) and (13), the nonlinear observer design prob-

lem is then equivalent to stabilization of the error dynamics

problem.

To this end, a candidate Lyapunov function V = eTPe

is considered. With the help of relation (12) and (13), the

derivative of the Lyapunov function becomes

V̇ = eT
[
(A− LC)TP + P (A− LC)

]
e+

fT(z, t)GTPe + eTPGf(z, t). (14)
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By setting

(A− LC)TP + P (A− LC) 6 −Q (15)

and

PG = −(H −KC)T. (16)

With Q = εIn and ε Â 0, the derivative of the Lyapunov

function can be rewritten as

V̇ 6 −eTQe− 2zTf(z, t). (17)

¤
The design of nonlinear observer based on circle-criterion

approach presents the advantage of removing the global

Lipschitz restrictions. However, it introduces linear ma-

trix inequality (LMI) conditions. An extension to multi-

variable discrete-time case is given in [13] for systems with

multiple nonlinearities. In [13], the author has investigated

globally Lipschitz systems and bounded-state nonlinear sys-

tems. A robust version of the circle-criterion is developed

taking into account inputs uncertainties and also measure-

ment noises[14].

Bounded-state nonlinear systems constitute a large class

of systems that includes electric machine systems. Elec-

tric machine models involve the magnetic flux as a key and

bounded state variable that is when combined with other

state variables of the machine, such as rotor angular veloc-

ity, leads to the existence of nonlinear part of the machine

model. This is due to the effect of the magnetic material

saturation property that is similar to the sector nonlinear-

ity.

3 Induction motor nonlinear model

Induction motor, as various other electric machines, con-

stitutes a theoretically interesting and practically important

class of nonlinear systems. Induction motor is known as a

complex nonlinear system in which time-varying parame-

ters entail additional difficulty for system control and con-

ditions monitoring. Based on the fact that the nonlinear

model of the induction motor system can be significantly

simplified, if one applies the d-q Park transformation, dif-

ferent structures of the nonlinear model can be investigated

and discussed as in [1].

In this paper, the considered nonlinear model of the in-

duction motor is described in stator fixed d-q Park reference

frame by the following nonlinear differential equations with

the stator current, rotor flux and rotor angular velocity as

selected state variables of the machine.

d

dt
isd = −γ isd +

β

Tr
ϕrd + β ωrϕrq +

1

σls
usd (18)

d

dt
isq = −γ isq − β ωrϕrd +

β

Tr
ϕrq +

1

σls
usq (19)

d

dt
ϕrd =

m

Tr
isd − 1

Tr
ϕrd − ωrϕrq (20)

d

dt
ϕrq =

m

Tr
isq + ωrϕrd − 1

Tr
ϕrq (21)

d

dt
ωr = α(ϕrdisq − ϕrqisd)− kfωr − klTl (22)

where α =
n2

pm

Jlr
, β = 1

m

(
1−σ

σ

)
, σ = 1 − m2

lslr
, γ =

1
σ

(
1

Ts
+ 1−σ

Tr

)
, kf = fr

J
, kl =

np

J
, and ωr = npΩr.

The indices s and r refer to the stator and the rotor com-

ponents, respectively. The indexes d and q refer to the di-

rect and quadrature of the fixed stator reference frame com-

ponents, respectively (Park′s vector components). i and u

are the current and the voltage vector, respectively, ϕ is the

flux vector, r is the resistance, l is the inductance, and m

is the mutual inductance.

Ts and Tr are the stator and the rotor time constant,

respectively. ωr is the rotor angular velocity, fr is the fric-

tion coefficient, J is the moment of inertia coefficient, np is

the number of pair poles, Ωr is the mechanical speed of the

rotor, and finally Tl is the mechanical load torque.

The considered induction motor system model has three

inputs and two outputs. Only two state variables are avail-

able for measurements which are the stator current compo-

nents. The nonlinearity of the model is mainly introduced

by the product of the rotor angular velocity and the rotor

flux components, i.e., relations (18)–(21), and the torque,

i.e., relation (22), as the product of two state variables

namely the stator current components and the rotor flux

components. In order to take into account the effect of the

time-varying parameters, such as stator (rotor) resistance,

one has to introduce an additional equation relating to the

considered parameter variation.

In this paper, we consider only the nonlinearity intro-

duced by the variation of the rotor angular velocity. This

type of nonlinear model is generally used for performing

nonlinear control, conditions monitoring and faults diagno-

sis of electric machine systems. Performing these techniques

requires the estimation of unmeasured rotor flux linkage

and rotor angular velocity based on the stator current and

voltage measurements. In this context, the circle criterion

approach application is investigated to design a nonlinear

observer for induction motor sensorless control.

To satisfy sector conditions (1)–(4), nonlinearities of the

machine model (18)–(22) are function of the flux state vari-

able that is a bounded state variable. The nonlinearities of

the model are of the form ωrϕrd that can be expressed as

ωrϕrd = (ωrϕrd + ρωr)− ρωr. (23)

One can verify that

∂

∂ωr
(ωrϕrd + ρωr) = ϕrd + ρ > 0. (24)

With ‖ϕrd‖ 6 2, one can choose ρ = 2.

Once again the system nonlinearity is decomposed into

a nonlinearity satisfying the sector property and a linear

part to be added to the linear part of the induction motor

model.

4 Simulation results and comments

Characteristics of the considered induction machine are

listed in Table 1.

In order to implement the circle criterion approach, the

nonlinear induction motor model, relations (18)–(22), is
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written in the form of model (5) and (6) taking into ac-

count properties (3) and (4), with the following notation

for the nonlinear term:

Gf(H · x) =

4∑
i=1

Gifi(Hix(t)) (25)

here the nonlinear functions fi are defined as

f1(H1x(t)) = ωr(ϕrq + ρ), f2(H2x(t)) = ωr(ϕrd + ρ)

f3(H3x(t)) = isq(ϕrd + ρ), f4(H4x(t)) = isd(ϕrq + ρ).

With x(t) = [x1, x2, x3, x4, x5]
T = [isd, isq, ϕrd, ϕrq, ωr]

T as

the state vector of the induction machine.

The input-output valued function is defined as

φ[u(t), y(t)) = Bu(t), where u(t) = [usd, usq, Tl]
T is con-

trol input of the machine, B is a constant matrix and

y(t) = [isd isq]
T is the measured output vector.

Table 1 Characteristics of the induction motor

Symbol Quantity Numerical value

P Power 1.5 kW

f Supply frequency 50Hz

U Supply voltage 220V

np Number of pair poles 2

Rs Stator resistance 4.850Ω

Rr Rotor resistance 3.805Ω

ls Stator inductance 0.274H

lr Rotor inductance 0.274H

m Mutual inductance 0.258H

ωr Rotor angular speed 297.25 rad/s

J Inertia coefficient 0.031 kg2/s

fr Fiction coefficient 0.00114N· s/rad

Tl Load torque 5N·m

Taking into account the numerical values of the different

parameters of the machine listed in Table 1, one can easily

obtain the following numerical model matrices:

A=




−264.7163 0 420.9129 0 −60.6204

0 −264.7163 0 420.9129 60.6204

3.5828 0 −13.8869 0 2

0 3.5828 0 −13.8869 −2

242.994 −242.994 0 0 −0.0366




B =




32.1898 0 0

0 32.1898 0

0 0 0

0 0 0

0 0 −64.5161




C =

[
1 0 0 0 0

0 1 0 0 0

]

G1 =




30.3102

0

−1

0

0




, G2 =




0

−30.3102

0

1

0




G3 =




0

0

0

0

121.4970




, G4 =




0

0

0

0

−121.4970




H1 = H2 =
[

0 0 0 0 1
]

H3 =
[

0 1 0 0 0
]

H4 =
[

1 0 0 0 0
]
.

The first step of the simulation consists of resolving the

LMI conditions, relation (7) and (8), using an adequate LMI

tool such as the LMI tool-box of the Matlab software. The

obtained nonlinear observer gain matrices L and Ki are the

following:

L =




−1.6749 0.1188

0.1188 −1.6749

−0.7172 −0.1075

−0.1075 −0.7172

1.6201 −1.6201




K1 =
[
−1.6037 −0.7381

]

K2 =
[

0.7381 1.6037
]

K3 =
[

0.3948 −0.9193
]

K4 =
[
−0.9193 0.3948

]
.

The corresponding Lyapunov matrix for this LMI feasi-

bility test with ε = 0.04 is

P =




0.1550 −0.0710 0.0514 0.1486 0.0274

−0.0710 0.1550 0.1486 0.0514 −0.0274

0.0514 0.1486 5.6010 0.4659 −0.0505

0.1486 0.0514 0.4659 5.6010 0.0505

0.0274 −0.0274 −0.0505 0.0505 0.0173




.

The second step of simulation consists of injecting the

obtained numerical values of the gain matrix L and the

vectors Ki in the observer expression, relation (9) and (10),

in which the nonlinear term takes the following form:

Gf(H · x̂(t) + K(y(t)− ŷ(t))) =

4∑
i=1

Gifi[Hi · x̂(t) + Ki(y(t)− ŷ(t))]

where the vector parameters Gi and Hi are defined as above

as well as the matrices A, B and C.

With the help of Matlab S-function and Matlab

Simulink, the nonlinear machine system and the nonlin-

ear observer are simulated as shown in Fig. 1. Taking into

account the following starting conditions X0 = [4 0 0 0 0]

for the initial state vector of the machine, the measured

and unmeasured state variables of the induction machine

are generated.
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Fig. 1 Matlab-Simulink simulation scheme

The simulation results of the designed nonlinear observer

are presented in the following.

Figs. 2 and 3 show the measured (red line) and estimated

(blue line) stator current and rotor flux for the d-axis and

the corresponding error. The q-axis components contain

the same information as the d-axis but they are shifted by
π
2

from the d-axis components. (The color figures in this

paper can be found in the electric version.)

Figs. 4 and 5 show the measured (red line) and estimated

(blue line) rotor angular velocity and the electromechanical

torque, respectively, with the corresponding estimation er-

ror. One can see that the estimated state variables of the

machine follow the desired trajectories.

Fig. 2 Measured (red line) and observed (blue line) d-stator cur-

rent components and the corresponding estimation error

Fig. 3 Measured (red line) and observed (blue line) d-rotor flux

component and the corresponding estimation error

For further clarity, a zoomed part is added in each fig-

ure to show the difference between the measured and the

estimated state variables of the induction machine system.

One can see that the estimation error is null after a tran-

sient state. Thus it confirms that the designed nonlinear

observer, based on the circle criterion, estimates effectively

the unmeasured state variables of the considered induction

machine. Measured and estimated state variables of the

considered induction machine can be used to control the

machine system via an adequate state feedback control tech-

nique.

Evaluation of the performance of the designed observer

in the low speed region and even at zero speed, with and

without load torque, is a research area that effectively opens
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a large variety of applications of sensorless induction motor

drive, which will be investigated in the forthcoming paper.

Fig. 4 Measured (red line) and observed (blue line) rotor angu-

lar velocity and the corresponding estimation error

Fig. 5 Measured (red line) and estimated (blue) electromechan-

ical torque of the machine and the corresponding estimation error

5 Conclusions

A circle criterion based nonlinear observer design for in-

duction motor sensorless control has been presented.

The main advantage of the circle criterion approach is

that it permits to exploit directly the nonlinearities of the

system without attempting to eliminate them. However, it

introduces linear matrix inequalities as conditions for the

convergence of the observer and the error of state estima-

tion. Resolving the LMI determines the gain matrices of

the nonlinear observer.

Simulation results show that the circle criterion based

nonlinear observer design can effectively be performed to

estimate unmeasurable state variables of the induction ma-

chine for possible sensorless control.
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