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Abstract

In this paper, we explore a new approach for en-
riching the HoG method for pedestrian detection in an
unconstrained outdoor environment. The proposed al-
gorithm is based on using gait motion since the rhyth-
mic footprint pattern for walking people is considered
the stable and characteristic feature for the detection of
walking people. The novelty of our approach is moti-
vated by the latest research for people identification us-
ing gait. The experimental results confirmed the robust-
ness of our method to enhance HoG to detect walking
people as well as to discriminate between single walk-
ing subject, groups of people and vehicles with a de-
tection rate of 100%. Furthermore, the results revealed
the potential of our method to be used in visual surveil-
lance systems for identity tracking over different camera
views.

1. Introduction

In recent years, automatic visual surveillance has
received considerable interest in the computer vision
community. This is due to the inability of human op-
erators to monitor the large growing numbers of cam-
eras deployed in sensitive areas as well as the increasing
concern about security and terror threats. The main aim
of a surveillance system is to detect and track people in
a scene, to understand their behaviour and to report any
suspicious activities. The system could also recognize
subject’s identity by biometrics.

Detection of people is of prime importance for most
monitoring application as it lays the foundation for sub-
sequent phases of an automated system, such as iden-
tity tracking or activity recognition. However, detecting
and tracking people using a single camera is a challeng-
ing problem due to occlusion, shadows, entry and exit
of objects into the scene, and natural background clut-
ter. Furthermore, the flexible structure of the human

body, which encompasses a wide range of possible mo-
tion transformations, exacerbates difficulties for devel-
oping vision-based surveillance system.

Existing surveillance systems for people detection
are classified into several categories [6] according to
their type (single or multiple camera) and their function-
ality (tracking single , multiple people, etc. ). The W 4

[6] surveillance system employs an appearance model
to track people whereby single or group are distin-
guished using a projection histogram. Each person in
the group is located through the tracking of their head.
Lipton et al [8] proposed a real time vision-based sys-
tem to classify moving objects into either human or ve-
hicle based on the ”dispersedness”. In his work, people
are assumed to have a dispersedness value smaller than
vehicles, however shape metrics can vary depending on
image size and distance from camera. Furthermore, Vi-
ola et al.[11] proposed a real-time pedestrian detection
system based on AdaBoost. The system employs both
image intensity as well as motion information.

Wang [12] surveyed two type of features used for
people detection in surveillance systems: shape-based
or motion-based features. The first type relies on the
shape of human silhouettes such as dispersedenss [8],
aspect ratio of bounding box, or just simple shape pa-
rameters. For the motion-based features, the periodicity
of human motion is considered as a strong cue for peo-
ple detection. Cutler [3] described a real time method
for measuring periodicity for periodic motion based on
self-similarity. Javed et al [7] proposed a simple mea-
surement based repeated internal motion.

Because of the dearth of visual surveillance sys-
tems that exploit human gait for pedestrian detection
and their limited aim to detect people only using sim-
ple shape-based features extracted from silhouettes, we
have explored a technique that improves the results ob-
tained from an existing pedestrian detection based on
the rhythmic pattern of their gait motion. The nov-
elty of our approach is motivated by the latest research
for people identification using gait [9]. In our method,



people are detected through the extraction of their heel
strikes, whereby stride and cadence can be estimated
easily. In contrast to earlier methods, our approach does
not require the subject to walk in sagittal view, as the
gait pattern can be extracted from different viewpoints.
This proposed method has a great potential for visual
surveillance systems to incorporate a biometric system
for identity tracking [2] or recognition [1].

2 Initial Person Detection and Tracking

For collecting the person detections we use the pub-
licly available implementation of the Histograms of Ori-
ented Gradients based pedestrian detector from Dalal et
al. [4]. This detector achieves state-of-the-art perfor-
mance on full-body pedestrian detection [5]. For each
input image the detector classifies detection windows
at multiple scales and locations into no pedestrian or
pedestrian. In order to increase the recall of person de-
tection in difficult conditions such as crowded scenes
with cluttered background and partially occluded body
parts, we introduce a simple method for person track-
ing. Specifically, the box of each detected person is
propagated to the next frame towards the dominant di-
rection and displacement, calculated from the mode
of the orientation histogram of motion features. The
motion features are selected by a sparse optical flow
method based on the KLT feature tracker [10]. Features
that do not match the dominant direction and displace-
ment are discarded. The propagation step is repeated
until the person is redetected in the same image region
or until the number of features or covered image area
between the features is below a threshold.

Figure (2) shows example detection results. Al-
though the person detector was not able to detect the
object due to partial occlusions, the person could be
marked using the proposed propagation technique.

3 Improving Person Detection using Gait

Based on the detection provided from the person de-
tection and tracking algorithm described earlier, we pro-
pose a validation method that can verify the presence of
walking people by their gait motion within the resulting
bounding boxes. The rhythmic pattern of gait motion
is utilised as the main cue to distinguish walking sub-
jects from other moving objects In order to derive a set
of features for the detection of walking pedestrians, we
apply frame differencing to compute a motion map im-
age based on the change detection for the inter-frame
difference. A motion map Mt at frame t is computed
based on a pixel-wise variation through of a window of

(a) Detection (b) Tracking (c) Non walking

(d) False (e) Missed (f) Misaligned

Figure 1. HoG based person detection re-
sults. Positive detection of a walking (a)
and non walking human (c). Expected er-
rors are false, missed and misaligned de-
tections (d-f). In case of partial occlusions
(b), detections are tracked using feature
point motion (color coded arrows).

consecutive frames. An accumulation process is applied
on the motion map by dividing the map into a grid with
smaller bins of size 10x10 pixels and afterwards, sum-
ming the values in each bin. A threshold is then applied
to the accumulated image. Finally, Connected Compo-
nent Analysis is applied to derive the larger blobs which
correspond to moving objects.

Because the striking foot is stabilised for half a gait
cycle, a dense area of points is detected in the region
where the foot strikes the ground. In order to locate
these areas, we have devised a measure for point prox-
imity in an image to find where the crowded region in
a given image. The value of proximity at point p is de-
pendent on the number of points within the neighbour-
hood region Rp and their corresponding distances from
p. For simplicity, Rp is assumed to be a square area
with centre p, and width 2r (r is set experimentally to
10 based on the image size). In order to compute the
proximity image, we initially compute the neighbour-
hood proximity dp for the region Rp corresponding to
the point p, such that dp is also a square region with the
same width as Rp. The computation is carried out in
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an iterative process starting from the boundaries of Rp.
It computes the nearness value of points with respect
to the centre p and then it iterates inside and accumu-
late the previous computed values as expressed in the
following equation:{

dr
p = Nr

r

di
p = di+1

p + Ni

i

(1)

where di
p is the proximity value for rings of distance i

away from the centre p, and Ni is the number of corners
at distance i from the centre.

Afterwards, in order to produce the proximity image,
we accumulate all the neighbourhood proximity values
dp for all points p into one image as described in the
following equation:

D =
X∑

x=0

Y∑
y=0

shift(d(x,y), x, y) (2)

where X and Y are the width and height of the im-
age respectively. d(x,y) is the neighbourhood proximity
value for region R(x,y). The shift function places the
proximity value d(x,y) on a blank image of size X×Y at
the position (x, y). An output of the point proximity for
a sample image is shown in Figure (2). The input image
contains a point cloud with a number of dense regions.
The resulting image has darker areas which correspond
to the crowded regions in the input image. Because it
is a challenging task to formally determine which re-
gions in a given image are crowded or dense as opposed
to using a simple 2D histogram function, the problem
becomes a question of detecting darker regions of the
derived proximity image.

(a) (b)

Figure 2. Example for the Proximity Mea-
sure: (a) Input Image, (b) Proximity Image

For the application context of this research, we ap-
plied the proximity measure on different moving objects
being captured using a surveillance camera. Moving
objects include a single walking individual, a group of
two subjects walking together and a vehicle as shown
in Figure (3). Clearly, the proximity image produced

from the motion maps of a walking subject has a pat-
tern of darker spots being detected at the bottom part
of the image as the foot strikes the ground. Moreover,
these darker regions are observed to have mostly the
same level of darkness with consistent distance between
two consecutive regions. On the other hand, the proxim-
ity image of people walking together constitutes a noisy
pattern corresponding to the footsteps of subjects, how-
ever, the lower part of the proximity image is darker
than the upper part of the image. For vehicles, the prox-
imity image has almost a flat and consistent pattern with
peaks located at random positions in the image.

Figure 3. Classification of Moving Objects

In order to derive as many features as possible that
would assist with the detection of walking people from
the image, gait features are derived from a sequence of
regions extracted via the HoG detector. The proxim-
ity approach is then applied to subset of images where
the HoG tracker has detected the presence of the sub-
ject. Fourier analysis reveals the periodic components
and the 7 heighest magnitude components are used as
features along with candidate extracted striking points,
aspect ratio as well as the distribution of dense regions
in the proximity image.

4 Experimental Results

To demonstrate the efficacy of our approach for
the use in automated visual surveillance, the proposed
methods for detecting walking pedestrians have been
evaluated on publicly available datasets. Initially, the
enhanced HoG method is applied on a selection of the
PETS2006 1 to generate bounding boxes for the pos-
sible detection of people. The gait-based approach is
thereafter applied to validate the existence of pedestrian

1Available at : http://ftp.cs.rdg.ac.uk/PETS2006/
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HoG Detection Gait
Missed True False CCR

PETS2006 3 5 2 100%
iLids2009 23 20 0 100%

Table 1. Pedestrian Detection Results.

through the use of gait motion. Two false detections
generated by the HoG detector were filtered out suc-
cessfully by the gait approach. For cases where people
are missed by the HoG detector provided that they were
detected in previous frames, the region correspondence
method used to temporally track moving regions, was
able to deduce the missed detections.

Additional evaluation was carried out on the iLids
2009 dataset provided the UK Home Office. The dataset
is taken from CCTV cameras at Gatwick International
Airport. The main drawback of the proposed approach
is the inability to perform well in crowded scenes due
to the fact the gait features are occluded. The summary
of the results of the detection of pedestrians from both
datasets is shown in Table (1).

To verify the effectiveness of our approach to clas-
sify moving objects using gait, we have carried out ex-
periments on the PETS2001 video data containing a to-
tal of 27 moving objects being annotated from the set
of four video sequences. The leave-one-out validation
rule is used to assess the performance of the classifica-
tion using the k-nearest neighbour classifier. The sys-
tem is able to discriminate between a single walking
subject, a group of people and vehicles efficiently us-
ing the proposed features, achieving a Correct Detection
Rate of 100%. The feature vectors of moving objects
are projected into the feature space shown in Figure (4).
Clearly that the gait pattern is a strong cue to distinguish
between walking people and vehicles. This is consistent
with the findings of BenAbdelkader et al. [1] where the
stride parameters were utilised for people identification.

5 Conclusions

We have proposed a new approach for enriching the
HoG method for pedestrian detection for automated vi-
sual surveillance. In contrast to approaches that em-
ploy shape-based parameters for classification, we have
explored an alternative technique for walking people
detection based the rhythmic pattern of their gait mo-
tion. Initial evaluations of the method on two different
datasets showed that gait can be considered a highly de-
scrimitive feature for detecting pedestrians. The exper-
imental results confirmed the robustness of our method
to discriminate between single walking person, group of

Figure 4. Classification Feature Space

people and vehicle with a classification rate of %100.
The proposed method confirmed its potency to be ex-
tended to tracking people identity based their cadence
and stride across different camera views and we are to
investigate this further on different datasets.
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