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Abstract—Automated recognition of human activities has
received considerable attention within the computer vision
community. This is mainly due to the plethora of applications
where human activity recognition can be deployed such as
smart automated surveillance and human computer interac-
tion. In this research study, a motion descriptor is employed
for the extraction of features across consecutive frames for
the classification of human activities. A histogram of features
is constructed from the image taking into account the solely
local properties embedded within the motion map. Feature
selection based on the proximity of instances belonging to
the same class is applied to derive the most discriminative
features. Experimental results carried out on the Weizmann
dataset confirmed the potency for the proposed method to
better distinguish between different activity classes such as
running, walking, waving and jumping. The dataset is made
of 19 basic actions for 9 different subjects.
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Activity, Feature Selection

I. INTRODUCTION

Much research within the computer vision community
is devoted towards the analysis of human motion. Such
research is fueled by the wide range of applications where
human motion analysis can be deployed such as smart
automated surveillance [1], biometrics, human computer
interaction and sport automated refereeing and analysis.
As computing becomes ubiquitous in our modern society,
the recognition of human activities emerges as a crucial
topic where it can be applied to many real-life human-
centric scenarios [2]. Furthermore, given the immense
expansion of video data being recorded in everyday life
from security surveillance cameras, movies productions
and internet video uploads, it becomes an essential need
to automatically analyse and understand video content
semantically. This is to ease the process of video index-
ing and fast retrieval of data when dealing with large
multimedia content and big data. Hence, the importance
of automated systems for human activity recognition is
central to the success of such applications.

The automated marker-less extraction and recognition
of human activities are proven to be a challenging task.
Although, the problem can be stated in simple terms,
given a sequence of frames with one or more people
performing a given activity, can an automated system
recognize the activity being performed. The solution is
difficult to devise or implement. The difficulties stem from

three main factors related either to : person, acquisition
environment and activity understanding. Most of the ex-
isting methods proposed for human activity recognition
rely on sensors or special markers mounted on the subject.
[2]. For a marker-less approach, the articulated nature of
human body which encompasses a wide range of possible
motion transformations in addition to self-occlusion and
appearance variability, exacerbate further complexity on
the task of feature extraction. Challenges related to the
acquisition environment may include background clutter,
illumination, camera movement and viewpoint as well as
occlusion. Lastly, an activity can be performed at various
ways by different people depending on the context [3] or
even culture of the performer. Inversely, the same activity
performed by different people can have different semantic
meanings. Furthermore, activities can interleave within
each other and performed in parallel. For instance a person
can use their computer whilst eating at the same time or
answer the phone.

Because of the vital role of automated human activity
recognition in smart surveillance and security applications,
we explore in this research a marker-less motion-based
descriptor for the classification of human actions. The
method is not dependent on background segmentation due
to the nature of surveillance imageries subjected to various
conditions. A histogram of features is constructed from
consecutive images taking into account purely different
various numerous the local properties embedded within
the generated motion map based on matching of adjacent
patches. Feature selection based on the proximity of in-
stances belonging to the same class is applied to derive the
most discriminative features. Experimental results carried
out on the Weizmann dataset confirmed the potency for the
proposed method to better distinguish between different
human action classes such as running, walking, waving
and jumping with the potency to extend the training
procedure to recognize further complex activities.

II. RELATED WORK

The recognition of human activity is of prime im-
portance for various applications as automated visual
surveillance. Although, there is a considerable body of
work devoted to human action recognition, most of the
methods are evaluated on datasets recorded in simplified
settings. More recent research has shifted focus to natural
activity recognition in unconstrained scenes [4]. Poppe
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[5] and Vishwakarma [6] surveyed the recent methods,
research studies and datasets devoted to this area of
research. Existing methods can be broadly classified into
two major categories in terms of image representation
which are either global or local representation. For the
global representation, the region of interest (ROI) of a
person is encoded as a whole. The subject is usually
derived from an image through applying background
subtraction. The processing of global representations is
based on low-level information taken from silhouettes,
edges or optical flow [5]. However, these methods are
susceptible to noise, occlusions and variations in camera
viewpoint. Weinland et al [7] described a compact and
efficient representation which is based on matching a set
of discriminative static landmark pose models. In their
work, silhouette models are matched against edge data
using the Chamfer distance. Ali and Shah [8] derived a
set of kinematic-based features from the optical flow such
as divergence, velocity, symmetric and anti-symmetric
flow fields. Multiple instance learning method is used
together with Principal Component Analysis to determine
the kinematic modes.

For activity recognition using local representations, a
collection of independent patches within an image are
analyzed to generate a discriminative feature vector for
the observed activity. Local representations do not require
accurate localization or background subtraction and enjoy
the benefits of being to some extent invariant to appearance
transformation, background clutter and partial occlusion
[5]. Yeffet et al [9] proposed a local trinary pattern descrip-
tor for encoding human motion from a sequence of frames.
The trinary number is generated from a matching process
of patches of a given frame against adjacent patches
residing on both the previous and next frames respectively.
A histogram-based feature vector is constructed from the
concatenation resulting from the image divided into a grid.
As an extension of their work, Kliper-Gross [10] employed
the same approach of the local trinary motion pattern
renamed as Motion Interchange Pattern (MIP). However,
they have used bag of features for the classification stage
instead together with SVM. Oshin [4] utilized the relative
distribution of spatio-temporal interest points for activity
recognition in unconstrained scenarios.

III. PROPOSED APPROACH

A. Motion Flow Descriptor

The propose approach encodes a sequence of frames
into a feature vector describing the performed basic action
by a person. The method does not depend on background
subtraction for the derivation of motion features. This is
because it is computationally expensive and complex to
deploy background subtraction for real-time surveillance
applications due the process of updating the background
model which is influenced by a number of factors such as
background clutter, weather conditions and other outdoor
environmental effects. Inspired by the work of Kliper-
Gross [10] for proposing the Motion Interchange Pat-
tern for action recognition together with the fact that

local descriptors are known for their effectiveness and
robustness for encoding texture for recognition purposes
including biometrics, we have proposed a local descriptor
which captures the motion of the local structure based on
estimating optical flow. Provided that there is a motion of
a small patch at frame t to the next frame t+ 1, there is
a high probability that a similar patch would be induced
within the neighboring region of the original patch position
at the previous frame. The proposed descriptor is based on
constructing a feature that reflects the patch displacement
from frame to frame based.

Because of the common increase of image self-
similarity regions, the block matching using simple sim-
ilarity operators can fail in distinguishing to between
similarity caused by motion and similar static textures. In
addition, the matching can be difficult as moving patches
may have their appearances changed due to the non-
rigid nature of the human motion. In this research, the
optical flow is instead harnessed to better estimate the
motion information from video sequences. Optical flow
is one of the most active research area in computer vision
due to their central role in various fields of applications
such as autonomous vehicle or robot navigation, visual
surveillance and fluid flow analysis. The main basis of
optical flow is to observe the displacement of intensity
patterns. This pattern is a result of the apparent motion
of objects, surfaces, and edges in a visual scene caused
by the relative movement between an observer and the
scene. In other words, optical flow can arise either from
the relative motion of the object or camera. For a given
image I , the constraint for optical flow states that the gray
intensity value of a moving pixel I(x, y, t) at time t stays
constant over time as expressed as:

I(x, y, t)− I(x+ Vx, y + Vy, t+ 1) = 0 (1)

such that Vx, Vy is the optical flow velocity vector for a
pixel p(x, y) from time t to t+1. The intensity constancy
hypothesis can also be written in the differential form
shown in the following Equation:

dI

dt
= 0 (2)

Equation (2) can be rewritten using the chain rule of
differentiation as given below :

∂I

∂x

dx

dt
+
∂I

∂y

dy

dt
+
∂I

∂t
= 0 (3)

Such that ∂I/x which is abbreviated as Ex in this paper,
is the partial derivative for the image with respect to x.
The two unknowns which are the optical flow parameters
are given in the following equation:

v =

[
Vx
Vy

]
=

[
dx
dt
dy
dt

]
(4)

Based on a triplet of frames denoted as previous,
current and next, a descriptor number d is constructed
for every pixel for the current image through computing
two optical flow images for vprev : {previous, current}



and vnext : {current, next}. We apply thresholding based
on the magnitude of the velocity flow considering only
values greater than τ = 0.5. Based on the location of the
angular values within the polar coordinate system which
is equally divided into 8 numbered sections of 40 degrees
from 1 to 8, the optical flow vector is converted into
a number reflecting the order within the eighth circular
portions. This is denoted using the function AngIndex
as expressed in Equation (5). The zero indexes refer that
there is no motion where the magnitude of the optical
flow is less than the threshold τ . Both of the two digits
resulting at every pixel from the next and previous frames
are concatenated together to generate a number of base 8
which is converted to a decimal number.

d = AngIndex(vprev) +AngIndex(vnext) ∗ 8 (5)

The number d serves as a descriptor for the motion at a
pixel level. Experimentally, we have observed that a simple
action can be fully contained within only 15 frames based
on video recorded at a frame rate of 25. Therefore, the
encoding process is performed for every pixel for the seven
different triplets of consecutive frames taken from a video.
The motion orientation histogram for a triplet is computed
as shown in Equation (6). Figure (1) outlines the procedure
to estimate the histogram of motion-based features using
optical flow. b is a Boolean function returning 1 for true
cases and 0 for false conditions

Hi =

5∑
t=1

∑
x,y

b(d(x, y, t) == i) (6)

Figure 1. Histogram estimation using Optical Flow

In this research, various features that could potentially
describe better the motion are generated based on sim-
ple fusion operations including summation and statistical
operators being applied on the set of motion orientation
histograms for the triplets of frames. The resulting action
vector consists of 1,782 features describing purely local
motion features of the human body without any informa-
tion describing the global structure of the activity nor the
anthropometric measurements of the human body.

B. Feature Selection

Feature selection is considered within this research to
derive the discriminative features and remove the redun-
dant and irrelevant components which may affect the
classification performance. It is infeasible to apply an
exhaustive search procedure for all possible combinations
of feature subsets to derive the optimal feature subset
because of the high dimensionality of the feature vector.
Instead, the Adaptive Sequential Forward Floating Selec-
tion (ASFFS) search algorithm is employed to reduce the
number of features.The feature subset selection method
is purely based on an evaluation procedure that examines
the discriminativeness of each feature or set of features
in order to construct the best subset of features for
the recognition process. We describe a validation-based
evaluation criterion to choose the subset of features that
would minimise the classification errors and ensure good
inter-class separability between the different classes. As
opposed to the voting paradigm used by the KNN, the
evaluation criterion employs coefficients w that signify the
importance of most nearest neighbours of the same class
[11]. The probability score for a candidate sc to belong to
a cluster c is expressed in the following Equation (7):

f(sc) =

∑Nc−1
i=1 ziwi∑Nc−1
i=1 wi

(7)

where Nc is the number of instances within cluster c, and
the coefficient wi for the ith nearest instance is inversely
related to proximity as given:

wi = (Nc − i)2 (8)

The value of zi is defined as:

zi =

{
1 if nearest(sc, i) ∈ c
0 otherwise (9)

Such that the nearest(sc, i) function gives the ith nearest
instance to the instance sc. The Euclidean distance metric
is used to deduce the nearest neighbours from the same
class. The significance for a subset of features is based
on the validation-based metric which is computed using
the leave-one-out cross-validation rule. The human action
signature is made as the subset of features S among the
feature space F attaining the maximum value which is the
average sum of f computed across the N instances x as
expressed the following equation:

Action = argmax
S∈F

(∑N
x=1 fS(x)

N

)
(10)

IV. EXPERIMENTAL RESULTS

For the evaluation of motion-based local features de-
rived using the marker-less method for human action
recognition, the proposed method is tested on the Weiz-
mann dataset which contains 90 video sequences with
low-resolution of 180 × 144 recorded at frame rate of
25 frames per second. There are nine different people,
each performing 10 activities. Figure (2) In this study,
we manually collected a dataset containing 241 video



sequences for 19 different basic actions by decomposing
an activity into primitive actions. Each video consists
of 15 frames which are all checked to better describe
the complete action. The list actions include : jumping,
walking, running, siding and skipping from right to left
(RTL) and vice versa. Further, the activities of waving
one hand, both hands, bending and jacking are split into
two basic actions relating to the upward and downward
portions of the motion.

Figure 2. Weizmann dataset

After running the feature selection procedure on the ob-
tained raw features, an optimal action signature is derived
containing 648 features. The Correct Classification Rate is
estimated using the K-nearest neighbour (KNN) classifier
with k = 3 using the leave-one-out cross-validation rule.
The KNN rule is applied at the classification phase due to
its simplicity and therefore fast computation besides the
ease of comparison to other existing methods. Using the
Cumulative Match Score (CMS) evaluation method which
was introduced by Phillips in the FERET protocol, we
have correctly classified 95.02% of the 20 basic actions at
rank R = 1 and 100% at rank R = 9. Figure (3) shows
the CMS curve for the classification process. The achieved
results promising because the recognition is based purely
on local motion information and this can be boosted
through adding global features.

Figure 3. Cumulative Match Score for action recognition

The confusion matrix is shown in Figure (4) which vi-
sualizes the separation results across the different classes.
The lighter squares reflect higher separation score and
therefore higher discriminability. The dark blue diagonal
line reflects the zero distance between the same class.
The separation distance between the different clusters is
computed using the Euclidean distance metric

V. CONCLUSIONS

The recognition of human activity is of prime impor-
tance for various applications as automated visual surveil-

Figure 4. Confusion matrix for cross-matching of action recognition

lance, sports analysis and automated refereeing. In this re-
search study, a motion interchange descriptor is employed
for the extraction of features across consecutive frames for
the classification of human activities. A histogram of fea-
tures is constructed from the image taking into account the
global and local properties embedded within the motion
map. Feature selection based on the proximity of instances
belonging to the same class is applied to derive the most
discriminative features. Experimental results carried out
on the Weizmann dataset confirmed the potency for the
proposed method to better distinguish between different
activity classes.
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