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Abstract—In this paper, an investigation of multiview video coding schemes is presented, based on different inter-view prediction structures and various group of pictures (GOP) sizes. The studied inter-view prediction schemes in this paper are: A new approach namely “PIP”, recently proposed (PBI), and the benchmark structure (MVC). Results of the conducted tests allow to order the studied inter-view structures and GOP sizes preferences according to their effects in terms of random access and compression efficiency. “PIP” approach achieves significant results in terms of random accessibility yielding a gain of 53.33 % and 36.36 % compared to MVC and PBI approach, respectively. A substantial bit-rate saving is produced by “PBI” approach structure compared to the aforementioned structures. Furthermore, the results ascertain the fact that using a reduced GOP length provides better random access ability and less bit-rate saving. Conversely, larger GOP length leads to low-delay random access and more bit-rate saving.
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I. INTRODUCTION

The Multiview video is based on capturing the same scene from different angles by the use of multiple cameras. This technique offers three-dimension sensation to the viewer, in addition to the possible interaction and free navigation within the displayed scene [1]. Multiview video systems can be applied in many fields such as surveillance, education, video conferencing and telepresence, gaming and 3D cinema [2]. Since the Multiview video sequences contain an important amount of similar data between the views recorded by the adjacent cameras, an exploitation of the inter-view dependencies beside the temporal prediction is required for an efficient Multiview video coding (MVC) process [3][4].

Recent video coding standards such as H.264 [5] and H.265 [6], provide extension profiles allowing the exploitation of the inter-view resemblances for a better compression efficiency.

Further, the compression efficiency and low-delay random access ability come at the top of any video coding standard requirements list [7]. These two requirements, are mainly affected by the applied inter-view prediction scheme and the group of pictures (GOP) length. An inter-view prediction scheme could be described by its combination of view types and views dependency structure [8]. The GOP length describes the hierarchical level of the temporal prediction structure.

In this manuscript, a new inter-view prediction is proposed to improve the random access performance relative to the MVC standard structure and a previous proposed structure (PBI). In addition, an analysis of the effects of changing the GOP length on the employed structures is presented in term of compression efficiency and random access delay.

The remainder of this paper is organized as follows. Section 2 describes some aspects of the multiview video coding and presents the reference inter-view coding approach and a recent related approach. In Section 3, the new proposed prediction structure is introduced. The experimental results including the random access assessment, the GOP sizes effects investigation and the compression efficiency evaluation, are presented and discussed in section 4. Finally, conclusions are provided in section 5.

II. BACKGROUND

A. The multiview correlation types

The multiview video is characterized by three types of correlation [9]. Two types are common with the conventional 2D video, which are the intra picture redundancy and the temporal redundancy. Fig 1 illustrates the hierarchical B algorithm exploiting the temporal redundancy through four GOP sizes.

In addition, the multiview video includes the disparity estimation in the inter-view level to exploit the redundant information between adjacent views.

![Fig. 1. The temporal prediction architectures of different GOP sizes](image)

Generally, the MVC coding schemes involve the use of 3 types of views. I-view, P-view and B-view. The I-view represents the base view in the MVC scheme; it is used as a reference view for the other types of view. There is a single reference view in the typical inter-view prediction structures. The key and non-key pictures within the group of pictures (GOP) of an I-view are coded without the use of any inter-view reference. The key and non-key pictures of the P-view are
predicted from a unique direction. However, the B-view involves bidirectional inter-view prediction for coding its set of frames.

B. The standard approach IBP

The IBP prediction scheme proposed in [8] which is defined as the default structure of MVC standard uses only a single I-view as a reference view and employs both P and B views. The IBP scheme exploits the inter-view correlation which allows a considerable gain in bit rate and video quality compared to the simulcast scheme [8]. Also, the IBP structure ensures an improvement in the random access performance compared to the IPP structure [8]. The random access ability can be measured according to [10] by the maximum number of reference images $N_{\text{max}}$. $N_{\text{max}}$ for IBP is calculated by the following equation:

$$N_{\text{max}} = 3 \times H_{\text{max}} + 2 + 5 \times [N_{\text{brview}} - 1] \quad (1)$$

Where $H_{\text{max}}$ is the hierarchical level which depends on the GOP size. For example, $H_{\text{max}}=4$ for GOP=8. $N_{\text{brview}}$ is equal to the number of used view during the coding process. Commonly, IBP prediction scheme in MVC is employed as a benchmark model for performance comparisons between the proposed prediction schemes.

C. The previous proposed approach (PBI)

Unlike the IBP structure, the proposed structure in [11], referred as Proposed 1 or PBI, uses two reference I-views with selected positions which provide a significant acceleration for the random access performance. It also employs the use of more B-views which improve the bit rate gain. The formula that describes the computation of the $N_{\text{max}}$ for the PBI structure appears less complicated, as follows:

$$N_{\text{max}} = 3 \times H_{\text{max}} + 2 \quad (2)$$

Other research [12][13][14] have proposed different MVC structures to improve the random access. However, more improvements need to be done on the random access ability for ensuring better interactivity in the multiview video system.

III. THE NEW PROPOSED STRUCTURE (PIP)

It is known that the type and the views positions within the inter-view structure affect directly the random access performance and the compression efficiency of the MVC codec. The proposed inter-view structure is composed of two base views (I) and six predicted views (P) per group of group of pictures (GGOP).

The two I-views (S2, S5) are independently coded by the use of only the temporal prediction based on the B hierarchical algorithm. The six P-views are coded by a combination of temporal and inter-view predictions, where the maximum hierarchical level equals 3 for GOP=8. S2 and S5 are selected as optimal positions for the reference views; they allow a direct inter-view prediction for all the remaining P views (S0, S1, S3, S4, S6, and S7) without any intermediate view. With this composition, we obtain two sub GGOPs which are completely independent of each other. Every sub GGOP is constructed around an I-view. The first sub GGOP is composed of S2 as a reference view and S0, S1 and S3 as P views. The second sub GGOP is identical to the first one. The key frames of the P views are coded through the key frame of the I view, whereas the non-key frames of the P views are coded from three reference frames, one from the inter-view level of the reference I view and two from their temporal level.

The PIP scheme excludes the use of B views which involve more hierarchical levels that slow down the random access. On the other hand, the key frames of a B-view are coded with two key reference frames and the non key frames are coded with four frames. The employment of two reference I views in addition to the P-views instead of the B-views will significantly improve the random access ability, which means reducing the number of the needed frames for coding or decoding any frame in the multiview video coding structure. This leads directly to reducing the encoding time duration.

Fig 2 depicts the prediction scheme of the PIP structure. The MVC, PBI and PIP structures share the same temporal prediction algorithm. The differences appear in the inter-view prediction schemes, clearly depicted in Fig 3. For the case of 8 views and GOP size=8, the maximum hierarchical level for the “PIP” structure PIP is equal to 4, it is represented in Fig 2 by the green colour (B3). This frame can be found within both I and P views. $N_{\text{max}}$ represents the maximum number of reference images needed for coding or decoding the highest hierarchical level frame. The B3 frames of the P views have the highest hierarchical level. To calculate $N_{\text{max}}$, we take the example of B3 frame located in S0/T1 (Fig 2). Accessing this frame requires four reference frames in the temporal level with these positions: S0/T0, S0/T2, S0/T4 and S0/T8, and five reference frames in the inter-view level with the following positions: S1/T0, S1/T1, S1/T2, S1/T4 and S1/T8. Consequently, the equation that describes the calculation of $N_{\text{max}}$ for the PIP scheme can be deduced as:

$$N_{\text{max}} = 2 \times H_{\text{max}} + 1 \quad (3)$$

Where $H_{\text{max}}$ is equal to 4 for GOP size = 8. Table 1 shows that the PIP structure provides the simplest calculation of $N_{\text{max}}$ compared to the reported structures.

<table>
<thead>
<tr>
<th>Structure</th>
<th>$N_{\text{max}}$ equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVC</td>
<td>$N_{\text{max}} = 3 \times H_{\text{max}} + 2 + 5 \times [N_{\text{brview}} - 1]$</td>
</tr>
<tr>
<td>PBI</td>
<td>$N_{\text{max}} = 3 \times H_{\text{max}} + 2$</td>
</tr>
<tr>
<td>PIP</td>
<td>$N_{\text{max}} = 2 \times H_{\text{max}} + 1$</td>
</tr>
</tbody>
</table>

The following equations calculate the number of necessary reference frames to be crossed for accessing any given picture in the PIP structure:

- For the key frames:
  $$N_{\text{brview}} = \{0 \text{ for I frames}, 1 \text{ for P frames}\} \quad (4)$$

- For the non-key frames:
  $$N_{\text{brview}} = \alpha \times H_{\text{level}} + \beta \quad (5)$$
H_{level} takes the value of the hierarchical level of the frame in GOP. The equations (4) and (5) demonstrate the simplicity of the calculations required for computing random access in the “PIP” approach.

Two metrics are used for the evaluation, the Nmax previously discussed and the global random access evaluation [11], which allows for a full assessment of the considered structure by taking into account the random access cost of each existing picture in the MVC scheme. The random access ability evaluation GR consists of measuring the average cost of encoding all the frames in the GGOP of the structure. The GR parameter is given by the following equation:

$$G_R = \frac{\sum_{n=1}^{V_n} \sum_{i=1}^{GGOP} [Nbr_{img}(i,t)]}{GGOP(size)}$$  \hspace{1cm} (6)

Where:

- Nbr_{img} is the number of the decoded frames to access a selected picture in the structure, i indicates the frame position in the view level, t indicates the frame position in the temporal level, Vn is the number of the views in the structure, GGOP(size) is the group of the group of picture, and is equal to Vn multiplied by the size of the group of pictures, GOP.

The GOP (size) takes four values in our experiments, which are 4, 8, 12 and 16. The results of the application of (6) following the GOP size values for each structure are regrouped in Table 2.

The calculation method of the random access gain according to GR is defined in (7).

$$\Delta G_R = \frac{G_R(\text{structure } 1) - G_R(\text{structure } 2)}{G_R(\text{structure } 1)} \times 100\%$$  \hspace{1cm} (7)

For instance, for calculating $\Delta G_R$ (PIP/IBP), GR (structure 1) takes the value of GR (IBP) and GR (structure 2) takes the value of GR (PIP). The rest of examples is revealed in Fig 4.

<table>
<thead>
<tr>
<th>GOP</th>
<th>$G_R$ (IBP)</th>
<th>$G_R$ (PBI)</th>
<th>$G_R$ (PIP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>7.84</td>
<td>5.75</td>
<td>4.25</td>
</tr>
<tr>
<td>8</td>
<td>7.84</td>
<td>6.78</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>10.055</td>
<td>8.75</td>
<td>6.58</td>
</tr>
<tr>
<td>16</td>
<td>11.3125</td>
<td>10.25</td>
<td>7.75</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS

A. Random access evaluation

In this section, we evaluate the random access performance of the “PIP” coding scheme (PIP) with respect to PBI and MVC schemes. In addition, we investigate the effects of changing the GOP size over the random access performance.
Table 2 reports the global random access values of the MVC (IBP), Proposed 1 (PBI) and Proposed 2 (PIP) structures, for GOP size=[4,8,12,16]. Additionally, Fig 4 shows the random access gain comparison between the three reported structures, over the four GOPs values.

Overall, it can be inferred clearly from table 2 that the PIP structure gives the lowest GR values. This fact is illustrated in Fig 4 by the best gains that PIP provides compared to the MVC and PBI schemes.

Initially, when the GOP length is equal to 4, the GR attains the lowest values for all structures, where GR (IBP) = 7.84, GR (PBI) = 5.57 and GR (PIP) = 4.45. However, the highest GR values are obtained when the GOP length is equal the 16. Moreover, the GR values are ascended generally with the increase of the GOP length from 4 to 16. This is due to the temporal reference which varies depending on the GOP lengths.

Fig 4 shows a comparison, in terms of the random access gain, between MVC, PBI and PIP schemes. It can be clearly revealed that the “PIP” scheme is more effective, with an average gain of ~ 34 % and ~ 16 % relative to MVC and PBI, receptively. Note that the largest gains are achieved when GOPs=4. It exceeds 45 % and 26 % compared to MVC and PBI, respectively.

Table 3 regroups the N_max results of the considered structures. The obtained values demonstrate that the PIP structure reduces significantly the maximum number of the reference frames required for decoding a given frame. Fig 5 expresses this reduction by the improvements in random access ability achieved by the PIP structure, where the maximum N_max gain exceeds 53 % and 26 % relative to IBP and PBI structures, respectively. Both GR and N_max results demonstrate that the PIP structure reduces considerably the complexity for accessing a given frame in the multiview video coding scheme, which leads in turn to an enhanced random access ability of the PIP multiview video coding scheme.

B. Compression efficiency evaluation

The compression efficiency experimental results of the studied multiview coding approaches are provided and discussed in this section. The compression efficiency is expressed on graphs of peak signal-to-noise ratio PSNR (dB) versus bit rate (kbit/s). Common initial conditions and data sets have been used in order to provide fair comparisons. Table 4 regroups the used multiview video sequences and the common encoding configuration.

<table>
<thead>
<tr>
<th>Parameter setting</th>
<th>Video sequences</th>
<th>GOP size</th>
<th>Quantization parameter</th>
<th>Symbol mode</th>
<th>Search mode</th>
<th>Search range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Race1, Exit and Ballroom</td>
<td>4, 8, 12 and 16</td>
<td>20, 23, 26 and 29</td>
<td>CABAC</td>
<td>Fast search</td>
<td>64</td>
</tr>
</tbody>
</table>

The experimental tests about the GOP sizes effects on the Multiview video coding are conducted using three different video sequences (Race1, Exit and Ballroom). Each used video sequences is composed of 8 parallel views. Furthermore, all the sequences share the same resolutions of 640×480. The frame rate for both Exit and Ballroom sequences is equal to 30 fps, and 25 fps for Race1 sequence.

Four GOP sizes have been used, which are identical to the ones used for the random access evaluation tests [4, 8, 12, and 16]. The quantization parameter (QP) values control the compression efficiency variations; the lower the value of the QP, the higher the bit rate and video quality.
The symbol mode specifies the used entropy coding mode; Context-adaptive binary arithmetic coding (CABAC) usually enhances the coding efficiency. The fast motion search algorithm, with a search range of 64, is employed since it reduces significantly the encoding time.

Four QP values are used for the three considered multiview coding structures. In addition, four GOP sizes are employed for each QP value, which results in a total of 48 experimental tests.

It is clearly inferred from these results that the employment of a smaller GOP size, regardless of the inter-view prediction structure, always results in a better video quality compared to a longer GOP.

This quality degrades each time the GOP size increases. However, a reduced GOP size generates larger bit rate values. Fig 6, 7 and 8 accurately clarify this point. The obvious example is when the GOP size is equal to 4; the video quality for this case is improved by around 1dB compared to the quality provided by the rest of GOPs. At the same time, the resulting bit rate values are distinctly increased by approximately 500 kbps.

A shorter GOP size leads to a reduction in the distance between the temporal reference pictures, which results in higher level of resemblance between the pictures within the GOP. Subsequently, both the video quality and bit rate values are increased.
Fig 9, 10 and 11 depict the compression efficiency results of the two proposed structures compared to the benchmark structure MVC. Only the highest and lowest QP values are selected (QP=20, 29) in order to highlight the comparison in its higher and lower borders. The Δ bit rate illustrated in Fig 9, 10 and 11 has been calculated using the following equation:

\[
\Delta \text{bit rate} = \left( \frac{\text{bit rate(MVC)} - \text{bit rate(proposed)}}{\text{bit rate(MVC)}} \right) \times 100\%
\]

(8)

Where bit rate (proposed) can take the value of (PBI) or (PIP). The positive results of Δ bit rate will be taken as a gain. However, the negative ones will be considered as a loss.

In general, Fig 9, 10 and 11 illustrate that the Δ bit rate of both PBI and PIP structures increases consistently with the larger GOPs.

For the highest video quality represented by QP=20, the “PBI” scheme constantly provides a positive bit rate gain compared to MVC scheme. However, the PIP scheme delivers a less efficient compression in term of bit rate compared to MVC scheme. Nevertheless, this difference is reduced by the increase in GOPs.

For QP=29 that represents the lowest video quality, an alternation of gain and loss is noted between the PBI and MVC schemes in term of bit rate, whereas “PIP” performs better than MVC in Race 1 when GOPs is equal to 8, 12 and 16. Additionally, PBI gives slightly better results when GOPs is equal to 12 and 16 in Ballroom. However, the MVC scheme provides better results for the rest of cases. Furthermore, it is noted that “PIP” scheme is less efficient along QP=29 regardless of the GOP length.

The composition of the structure is one of the main sources that create the bit rate gain or loss differences.

Including more I-views and P-views will obviously produce additional data during the compression process. This point has been clearly noticed through the PIP structure, which uses two I-views and six P-views. Additionally, the GOP length has a direct effect on the video compression, where the similarity between the successive frames is exploited by the temporal prediction, which is based on the reference pictures that define the start and the end of a GOP. Hence, the similarity considered for exploitation increases as much as the GOP size is enlarged.

Therefore, further data is available to be removed, which leads to improvements in the compression efficiency. However, the resemblance between the frames will gradually decrease along with time. Therefore, it will not be useful to increase the GOP length without any limitation. This fact has been confirmed from the results of Fig 6, 7 and 8, especially when GOP= [12, 16] where practically similar graph lines are clearly noted.
C. Prediction structures Trade-offs

In this section, 3D graphs are presented to highlight the proposed structures trade-off between the GOP size, the bit rate gain and the random access ability. Each 3D graph provides a holistic overview of the experimental outcomes, by illustrating the previous results in one graph composed of 3 axes. Where, the (x) axis shows the four used GOP sizes; the (y) axis represents the average results of the random access ability relative to the MVC structures.

The Δbit rate results, which represent here the average value of the four used quantization parameters (QP=20, 23, 26 and 29), are projected along the vertical axis (z). These 3D charts show the evolutionary effect of changing the GOP size on both the random access ability and the compression efficiency in terms of bit rate.

It can be clearly inferred from the charts that the PBI structure performs better than the PIP structure in term of bit rate saving. Conversely, the PIP outperforms PBI in its random access ability, where the optimum random access efficiency for PIP is achieved when GOP size is equal to 4. Hence, PIP is suitable for the multiview video and Free viewpoint video applications when the bit rate saving is less important and smoother interactivity is required. The PBI can be considered as a balanced structure for standard applications as it provides improvement in both compression efficiency and random access ability relative to the benchmark coder MVC.

The holographic overview of the experimental outcomes, by illustrating gain and the random access ability. Each 3D graph provides a trade-off between the GOP size, the bit rate gain and the random access ability relative to the MVC structures.

In this section, 3D graphs are presented to highlight the proposed structures trade-off between the GOP size, the bit rate gain and the random access ability. Each 3D graph provides a holistic overview of the experimental outcomes, by illustrating the previous results in one graph composed of 3 axes. Where, the (x) axis shows the four used GOP sizes; the (y) axis represents the average results of the random access ability relative to the MVC structures.

The Δbit rate results, which represent here the average value of the four used quantization parameters (QP=20, 23, 26 and 29), are projected along the vertical axis (z). These 3D charts show the evolutionary effect of changing the GOP size on both the random access ability and the compression efficiency in terms of bit rate.

It can be clearly inferred from the charts that the PBI structure performs better than the PIP structure in term of bit rate saving. Conversely, the PIP outperforms PBI in its random access ability, where the optimum random access efficiency for PIP is achieved when GOP size is equal to 4. Hence, PIP is suitable for the multiview video and Free viewpoint video applications when the bit rate saving is less important and smoother interactivity is required. The PBI can be considered as a balanced structure for standard applications as it provides improvement in both compression efficiency and random access ability relative to the benchmark coder MVC.

V. CONCLUSION

In this paper, a novel inter-view prediction structure is presented. The so-called PIP or Proposed 2 structure improves the random access ability for the multiview video coder. Mainly composed of two reference views (S2, S6) and a remaining set of P views, the PIP structure is designed to allow faster and direct inter-view prediction scheme. Four GOPs are applied for comparing and evaluating the random access ability and the compression efficiency of the reported multiview coding approaches. The evaluation results have been divided into three parts. Firstly, the random access performance is assessed using two metrics, namely Nmax and GR. The PIP coding structure achieves significant GR gains that exceeds 45 % and 26 % compared to MVC and PBI structures, respectively. Secondly, the compression efficiency is evaluated in terms of bit rate saving and video quality using four GOPs, where for almost all cases the PBI approach achieves the best efficiency. The MVC structure comes in the second place, while the PIP approach shows a remarkable loss in bit rate saving. Finally, a 3D trade-off illustration is presented, showing the GOP size effects on the compression efficiency and random access ability for PBI and PIP coding structures relative to MVC.
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